I. Introduction and Summary

Common Cause submits these comments in response to the Federal Trade Commission’s (“FTC” or “the Commission”) Advance Notice of Proposed Rulemaking (“ANPR”) requesting public comment on the prevalence of commercial surveillance and data security practices that harm consumers.\(^1\) Common Cause is a nonpartisan, grassroots organization dedicated to upholding the core values of American democracy. We work to create an open, honest, accountable government that serves the public interest; promote equal rights, opportunity, and representation for all; and empower all people to make their voices heard in the political process.

Protection from commercial surveillance is critical to our members. The mass collection of people’s data and the use of that data to track and influence their choices creates a myriad of harms to democracy, civil rights, and equal opportunity.

This comment responds to questions 1-12, 30, 43, and 65-72; and may be applicable to others.

Our comments begin with an overview of why the FTC has the authority to conduct this rulemaking, why Section 5 empowers the Commission to regulate the harms and practices discussed below, and why the gaps in industry self-regulation, sector-specific regulation, and state law have created the need for this rulemaking. Next, we discuss a few harms of the surveillance economy - primarily broad harms to our democracy that stem from pervasive fraud online and discriminatory ad targeting, and the civil rights harms that result from algorithmic

discrimination. Finally, we provide recommendations for a comprehensive set of rules to address the harms described herein, including a data minimization framework, nondiscrimination rules and civil rights protections, individual rights, and transparency requirements.

II. The FTC Act Authorizes and Empowers The FTC to Conduct a Commercial Surveillance and Data Security Rulemaking

Question 30 of the ANPR explicitly asks if the Commission should “pursue a Section 18 rulemaking on commercial surveillance and data security,” and inquires about the sufficiency of current legal authority and self-regulation. Last year, Accountable Tech petitioned the Commission for a rulemaking to prohibit surveillance advertising, and several commenters suggested that the Commission address some of the problems mentioned in the petition through a broader data privacy rulemaking. It is clear that existing statutory authority gives the Commission the power to initiate the rulemaking under Section 18 of the FTC Act and regulate commercial surveillance and data security under Section 5 of the FTC act. The approach the Commission seeks to take in this rulemaking is the right one, and would serve to address the gaps left by industry self-regulation, the current sectoral approach to oversee privacy, and the patchwork of existing state laws.

A. Section 5 of the FTC Act Empowers the Commission to Regulate Unfair Deceptive Acts or Practices

Section 5 of the FTC Act allows the Commission to regulate “unfair or deceptive acts or practices.” A deceptive act is one that involves a material representation, omission, or practice that is likely to mislead a consumer acting reasonably under the circumstances; an act or practice is considered to be unfair if it “causes or is likely to cause substantial injury to consumers which is not reasonably avoidable by consumers and not outweighed by countervailing benefits to consumers or competition.”

Historically, the Commission has used both the deceptive and unfair rationales as a basis to file complaints against companies for privacy violations. With respect to deceptive practices, the FTC has focused on instances where a company violates specific promises within their own
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privacy policies or when a company uses false pretenses to induce disclosure of confidential information.\textsuperscript{7} Similarly, the FTC has found that deceitful data collection is an unfair practice.\textsuperscript{8}

Even though there is some overlap in how the Commission has used the deceptive and unfair rationales, in evaluating the unfairness, the Commission tends to focus on whether or not there is substantial injury to consumers.\textsuperscript{9} This commonly includes monetary, health, and safety risks but does not typically include more subjective harms.\textsuperscript{10} Within the privacy space, the FTC has found that retroactive changes to a company’s privacy policy amount to an unfair act, and it has found the improper use of consumer data to be an unfair practice.\textsuperscript{11} The FTC has also previously brought enforcement actions against organizations who have violated consumers’ privacy rights under section 5.\textsuperscript{12}

**B. The Commission Has Authority Under Section 18 to Initiate a Rulemaking with Respect to Unfair Deceptive Acts or Practices**

Section 18 of the FTC Act provides the Commission with the authority to adopt “rules which define with specificity acts or practices which are unfair or deceptive acts or practices in or affecting commerce.”\textsuperscript{13} In order to begin a rulemaking under Section 18, the Commission must have reason to believe the practices to be addressed by the rulemaking are prevalent.\textsuperscript{14} The Commission has held workshops, issued reports, conducted investigations, and enforced limited sectoral privacy laws since the 1990s, yet there is still widespread misuse of consumer data.\textsuperscript{15}

Today, mobile applications, websites, social media platforms, and smart-devices track your personal information, location, usage data, and contact information and share this information with various third-parties.\textsuperscript{16} While the FTC has obtained settlements with Facebook,\textsuperscript{17} Flo,\textsuperscript{18}
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Twitter,¹⁹ Weight Watchers,²⁰ and more, these examples illustrate just a small fraction of the harms that occur on a daily basis. There is little doubt that the prevalence of these practices supports the Commission’s position that it has authority under Section 18 to initiate this rulemaking.

C. Existing Inadequacies and Gaps in Industry Self-Regulation and Sector-Specific Regulation Creates the Need for an FTC Rulemaking

Due to existing inadequacies and gaps in industry self-regulation and sector-specific regulation, it is now more important than ever that the FTC develop industry-wide rules to protect consumer data from misuse.

1. Industry self-regulation has failed

The regulation of data privacy practices has largely fallen on the industry itself. This is due to a number of different factors. Previous attempts by the Executive Branch to regulate privacy that have included self-regulatory schemes have been far too deferential to industry, like during the Obama administration when the National Telecommunications and Information Administration worked with various stakeholders in an attempt to develop privacy practices across different industries.²¹ The effort failed, as many companies chose not to sign on to the voluntary proposal.²²

Industry has also attempted to influence legislation at the federal level. In response to the introduction of the American Data Privacy and Protection Act (“ADPPA”), data brokers,²³ major tech companies,²⁴ and various trade associations began lobbying Congress in an attempt to water-down or kill the bill. While it remains to be seen whether or not the ADPPA will pass out of the House, it is unlikely that big tech’s lobbying blitz will slow down any time soon.
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As a result, the industry has largely been left to self-regulate. Self-regulatory frameworks are often not strong enough to protect consumers, may not get industry-wide participation, and are ineffective because they are unenforceable. They allow these companies to operate in their best interest, not that of consumers. Instead of taking proactive measures to protect consumers, self regulation encourages companies to collect as much data as possible to increase their profits.

2. Sectoral approach leaves significant swaths of consumer data unregulated

The Children’s Online Privacy Protection Act (“COPPA”), Gramm-Leach Bliley Act (“GLB”), CAN-SPAM Act, Fair Credit Reporting Act (“FCRA”), Fair Debt Collections Practices Act, and the Telemarketing and Consumer Fraud and Abuse Prevention Act all give the Commission the ability to enforce sector-specific privacy laws. In addition, other federal agencies regulate privacy through sector-specific laws including the Federal Communications Commission, Department of Health and Human Services, and the Consumer Financial Protection Bureau. While sector-specific privacy laws are critical to providing protections for certain types of data and communities, the current approach leaves massive amounts of consumer data unregulated and fails to adequately oversee the data practices of the vast majority of products and services used by people every day.

Although the Commission is able to regulate many of the companies that fall out of the scope of the sectoral laws via the FTC Act, the overwhelming majority of the enforcement actions end in settlements and leave little to no case law. This is in part because the FTC is limited in its ability to seek civil penalties for first-time violations of Section 5, and frequently settles cases instead of taking them to court. Instead of resulting in meaningful change, these settlements typically have little effect on a company’s structure or the business incentives around data collection. For example, the investigation into Facebook in the wake of the Cambridge
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Analytica scandal resulted in a $5 billion fine and did little to change the company’s business models and practices. This has left consumers without adequate protection and businesses without a clear understanding of what the law is.

3. **State-by-State approach leaves hundreds of millions of consumers unprotected**

States are often referred to as laboratories of democracy and over the past four years, five states (California, Colorado, Connecticut, Utah, and Virginia) have enacted comprehensive consumer data privacy laws. Other states, such as Vermont and Nevada, have passed laws to regulate data brokers. While states should certainly exercise their existing authorities to protect user privacy, this approach has left consumers in these states with varying degrees of protection, and consumers in states without data privacy laws with few protections at all. For example, a California resident may be able to sue if their personal information appears in a data breach, while someone in Virginia has to rely on the Attorney General to vindicate their statutory rights.

Lobbying efforts from industry have also watered down state efforts to pass strong privacy legislation. For example, Virginia and Utah’s privacy laws were heavily influenced by the companies the bills intended to regulate, and industry has pushed states to pass similar legislation in statehouses across the country.

The varying degrees of protection offered in current state laws combined with industry efforts to pass weaker state laws underscores the need for the FTC to undergo the proposed rulemaking.

---
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III. Online Business Models Incentivize Harmful Commercial Surveillance Practices

Questions one through twelve in the ANPR, ask about the various practices companies use to surveil consumers and protect their data. First, it is important to understand that the business model of many online companies, including major social media platforms, is based on collecting as much personal data on their users as possible to generate profit. Next, online companies can process collected data using algorithms and other artificial intelligence tools to amplify fraudulent content or engage in discriminatory decisionmaking. Finally, many companies share or sell the data they collect to third-party advertisers or data brokers, which can lead to discriminatory forms of ad targeting. Each of these business models incentivizes harmful commercial surveillance practices.

A. Commercial Surveillance Business Practices Rely on Pervasive Data Collection

Modern commercial surveillance practices rely heavily on mass data collection. The average consumer spends over four hours a day online, and the data collected by the various platforms, websites, and devices they use is the currency that fuels the digital economy. How this data is collected and what it is used for varies, but all of these businesses frequently gather massive amounts of sensitive and non-sensitive consumer data, often without the user’s consent. Everything from credit card data to health information is collected, and many companies collect information on users’ race and gender identity or information that can be used as a proxy for a user’s race and gender. It has been estimated that by the time a child is thirteen, online advertising firms have collected on average 72 million data points about them. Google knows everywhere someone has been since the day they downloaded Google on their phone and much more. Consumers have so much data collected about them, and the practice is so widespread,
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that most Americans feel they have no control over the data companies collect and believe that
the potential risks of companies collecting data outweigh the benefits.\(^{47}\)

**B. Algorithmic Tools Can Encourage Fraudulent Content or Lead to
Discriminatory Decision-Making**

As a result of mass data collection practices, many companies are able to deploy algorithms that
determine what content users see or what services they can access.\(^{48}\) Algorithms track user
preferences through clicks, ‘likes,’ ‘shares,’ and other forms of engagement.\(^{49}\) Many companies
optimize algorithms to maximize user engagement in order to increase revenue.\(^{50}\) As a result,
algorithms, particularly on social media platforms, elevate sensational, eye-catching, and
controversial content.\(^{51}\) Facebook even admitted in an internal memo that the “core product
mechanics” had allowed hate speech and misinformation to flourish on the platform.\(^{52}\) The
consequences of this are two-fold. Platforms are both incentivized to leave up otherwise harmful
and violent content so that they can continue to increase engagement on their platforms, and to
promote this content to users that are most likely to engage with this content.\(^{53}\) As the
Commission has pointed out, these platforms are a “gold mine” for fraud, where bad actors can
use the tools available to push false claims about COVID-19.\(^{54}\) Due to a lack of transparency by
the platforms, policymakers and regulators are unable to gain insight into how these algorithmic
systems work and address the problems created by these negative incentives.\(^{55}\)

Companies can also use algorithms to perpetuate existing inequalities through discriminatory
decisionmaking. As discussed in greater detail in subsequent sections, automated decisionmaking
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systems have led to discrimination in housing, employment, credit, education, finance, and other economic opportunities.

C. Companies Can Use Data To Engage in Discriminatory Ad Targeting

Companies use massive amounts of data in a couple different ways, one of which is by selling targeted advertisements and offering other businesses commercial algorithmic profiling, targeting, and advertising services. Facebook’s ad targeting services offer a perfect case study of why targeted advertising (and the data collection that fuels it) can be extremely harmful. Up until 2020, advertisers were able to use Facebook to target users whom the platform categorized as “African American (US),” “Asian American (US),” or “Hispanic (US-All).” This practice changed after litigation and a civil rights audit, but advertisers can still take advantage of Facebook’s Lookalike Audiences and Special Ad Audiences to reach specific demographic groups. So, while Facebook will no longer let advertisers directly target consumers based on demographic characteristics, it does allow advertisers to target consumers “who have expressed an interest in or like pages related to African-American culture.” Once an advertiser has picked a characteristic by which to target consumers, Facebook then decides which consumers actually see an ad. This is functionally the same thing as targeting specific demographic groups, and enables both advertisers and Facebook to perpetuate discrimination in housing, credit, and employment. Further, even harmless decisions by advertisers may still be used by Facebook’s algorithm in a way that discriminates against marginalized groups. In sharp contrast to harmless decisions by legitimate businesses, bad actors can use the tools available to advertisers to target consumers with “bogus” ads based on personal information.

IV. Commercial Surveillance Generates Harms to Democracy and Civil Rights

Commercial surveillance and data security harms have had a profound impact on our society and the democratic institutions that hold our country together. The Commission asks about these harms throughout the ANPR. For example, question six asks about harms that consumers may not be able to quantify, while question sixty-five asks about the prevalence of algorithmic
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discrimination. The harms discussed below are not always easy for consumers to identify or measure, but they must be addressed by the Commission in this rulemaking.

**A. Democracy Harms**

Political campaigns and bad actors are increasingly using online tactics by exploiting data-driven business models to cause great harm to our democracy. Voter suppression and increased threats of physical violence are both the result of an increased ability to obtain comprehensive data on millions of people, reach and influence them in a way unimaginable twenty years ago, and organize radical movements.

1. **Pervasive Fraud Online and the Use of Discriminatory Algorithms Enables Voter Suppression**

   In 2018, most Americans became aware of how online fraud could impact our democracy after news broke that Cambridge Analytica, a political consulting firm, had partnered with researchers to improperly harvest the data profiles of over 80 million people on behalf of Donald Trump and Ted Cruz's political campaigns. Cambridge Analytica, working with SCL Group, had created a web app that required users to consent to giving the app access to their and their friends’ Facebook profiles before taking a quiz. This data was then used to build psychological profiles of millions more people and target them.

   The following year, the FTC brought and settled an action against Cambridge Analytica, charging them with using trade practices that prevented consumers from “effectively making their own decisions” and causing substantial injury under the deceptive acts or practices prong of Section 5 of the FTC Act. In a related action, the FTC brought and settled an action against Facebook for violating a 2012 order by deceiving users about their ability to control the privacy of their personal information.

---
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While the settlements with Cambridge Analytica and Facebook were a step forward in protecting consumer privacy, Cambridge Analytica was far from the only bad actor in the space and Facebook’s conduct has not changed dramatically since the settlement. Just as a private business may choose to target specific demographic groups for advertisements, a political campaign or political action committee may do the same.\textsuperscript{70} These campaigns are able to take advantage of the massive amounts of data collected about individuals and purchase political ads with intentionally misleading messages about the time/place/manner in which voting takes place or with messages intended to discourage people from voting.\textsuperscript{71} For example, Donald Trump’s 2016 presidential campaign labeled 3.5 million Black Americans as ‘Deterrence’ voters, who the campaign wanted to stay home on election day, and showed them negative videos intended to reduce Democratic turnout.\textsuperscript{72}

A recent investigation detailed the dozens of major data brokers that sell voter location data to political campaigns, how they acquire that data, and the other services they offer.\textsuperscript{73} These firms provide information on everything from a consumer’s credit score to their news consumption habits, and then cross-reference these data points with location data.\textsuperscript{74} One firm used this data to help campaigns target voters who were waiting in line to vote at polling locations.\textsuperscript{75}

The kind of activity described above is deeply harmful to our democracy and unduly undermines peoples’ choices.\textsuperscript{76} Consumers targeted by voter suppression campaigns may not fully understand the extent to which the campaigns targeting them have their data or the manner in
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which the third-party is attempting to influence their decision making process. While the Commission has not explicitly found this specific kind of practice to be unfair or deceptive, it has stated that trade practices that prevent consumers from “effectively making their own decisions” are ones that cause substantial injury, and given the scale at which this practice is used, and will likely continue to be used, it should be considered reasonably unavoidable by consumers.

2. The Algorithmic Amplification of Fraudulent Content Can Lead to Physical Harm and Offline Violence

In addition to broader democracy harms, privacy violations can also result in physical harm and offline violence. When personal data is shared improperly, it creates a unique opportunity for violence. In advance of the January 6th insurrection, platform algorithms amplified content from the “Stop the Steal” movement. Tens of thousands of users joined “Stop the Steal” affiliated groups every hour, as Facebook’s algorithm allowed for the mass sending of invites and even suggested that users with certain interests join these groups. These groups worked in tandem to coordinate the January 6th insurrection, and in an internal memo Facebook recognized the role its platform played in causing it. Even the algorithms used by businesses encouraged violence, as a report found that Facebook showed ads for military gear next to posts about the January 6th insurrection.

B. Civil Rights Harms

The prevalence of civil rights harms that stem from commercial surveillance and data practices are well documented. Numerous lawsuits addressing the impact of discriminatory advertising and data usage have been brought by the American Civil Liberties Union (“ACLU”) and the U.S. Department of Justice (“DOJ”), among others. In both the ACLU and DOJ’s lawsuits,
Facebook, as part of the settlements, had to make changes to its advertising system, which plaintiffs claimed discriminated against members of protected classes in the targeting of employment and housing ads, respectively. Unfortunately, these cases represent just a small fraction of the algorithmic discrimination that occurs online on a regular basis and do not begin to mitigate the harms caused by these practices.

1. Pervasive Algorithmic Discrimination Negatively Impacts the Ability of Marginalized Communities to Fully Participate in Society by Entrenching Inequality

When businesses and institutions are able to take advantage of big data to discriminate (intentionally or unintentionally) based on protected characteristics, it further entrenches existing inequalities and disadvantages marginalized communities. Opaque algorithms have been found to reproduce patterns of discrimination in employment, housing, education, mortgage lending, credit scoring, and other areas critical to full participation in society. While there are laws in place that are intended to prevent discrimination in these areas, bias creeps into these algorithms through the data sets used to power them.

Discrimination in each of these areas compounds. For example, researchers have found that the credit scores of Black and white Americans differ significantly. A lower credit score then
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makes it more difficult to secure a loan for a house, and when algorithms determine that even
with a high credit score a Black person is not qualified the process becomes significantly more
difficult.\textsuperscript{93} Many of these practices would be violations of Federal and state civil rights law if
carried out by an individual or group of individuals instead of algorithms, but these laws have
not been adequately applied to privacy violations.\textsuperscript{94}

The harms stem from practices that are inherently both unfair and deceptive. Discrimination
carries more than just harm to any one individual, it has a systemic affect on the communities it
impacts and broader societal effects.\textsuperscript{95} There is not one simple way to categorize the harms that
stem from discrimination. Someone may be denied an equal chance to obtain employment or
find housing while another may face online harassment and exposure to physical violence.\textsuperscript{96}

Many of these algorithms are unavoidable for consumers. Regulatory action is taken by the
Commission where “there is an obstacle to the free exercise of consumer decision making,”\textsuperscript{97} and
when a consumer faces bias from algorithms in areas like housing and employment that are so
critical to participating in society, these algorithms present a real obstacle to the free exercise of
their decision making.

Although data collection and micro-targeting certainly benefit many businesses, the harms to
marginalized groups and the entrenchment of inequality based on gender, race, national origin,
sexual orientation, and age warrant action to be taken by the Commission.

\textbf{V. The Commission Should Adopt A Comprehensive Set of Rules to Address}
\textbf{Commercial Surveillance Harms}

There are a number of different rules the Commission should adopt to address the problems
discussed in this comment as outlined below.

\textbf{A. Data Minimization Framework}

One way the Commission can begin to regulate the widespread collection of consumer data is by
limiting the types of data companies can collect and sell. Apps and websites frequently collect
data they do not need or even use, and currently only need consumer consent to do so.\textsuperscript{98} A data
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minimization rule would require businesses to collect, use, and disclose data only as reasonably necessary to provide the service requested by the consumer. Consumer Reports and Epic have suggested three different ways this can be accomplished: by prohibiting all secondary data uses with limited exceptions; prohibiting specific secondary data uses; or mandating a right to opt out of secondary data use. In contrast with the current “notice and choice regime,” a data minimization rule would reduce the risk of consumer exposure to data breaches, employee misuses, unwanted secondary uses, and inappropriate government access.

B. Nondiscrimination Rules and Civil Rights Protections

There are two different sets of nondiscrimination rules the Commission must implement during this rulemaking. The first involves rules that prevent companies from discriminating against consumers who choose to exercise their privacy rights. Today, consumers can pay higher fees to avoid data collection and targeted advertising while consumers who agree to certain companies’ data collection practices can receive a discount on their services. This has created a scheme where privacy is not a right - it’s a luxury. Rules promulgated by the Commission must change this, and make clear that privacy is a fundamental right for everyone, regardless of income.

The second rule should adopt robust civil rights protections that prohibit data-driven discrimination and ensures everyone has the right to equal opportunity online. The Commission should use the ADPPA as a model for developing rules to protect civil rights on the internet.

C. Individual Rights

Every state privacy law currently on the books gives consumers the right to access, correct, and delete personal data and the ability to opt out of the processing of personal data. These rights, while not sufficient on their own, should be available to every consumer in the country. Doing so
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will empower consumers, allowing them to have greater control over their own personal information.

D. Transparency

Any rules created by the Commission must include some transparency requirements for both the primary and secondary uses of data, as well as requirements around the algorithms used to place ads. Transparency rules should promote accountability and empower consumers to make decisions about who and when they provide access to their data. This could mean labeling requirements for specific transactions, mandating more easily understood privacy policies, or documentation requirements for certain types of data process. Regarding algorithms, the Commission could require the disclosure of policies that govern the use of certain algorithms and how they impact the user experience.

VI. Conclusion

This rulemaking represents a tremendous opportunity to mitigate certain commercial surveillance practices that have led to a number of harms. The recommendations discussed above encourage the FTC to adopt a comprehensive regulatory approach that would give individuals far greater control over their data, safeguard civil rights online, and ensure bad actors cannot exploit data to undermine our democracy. We thank the FTC for its work in this vital area and encourage its thoughtful consideration of these comments.

Respectfully submitted,
/s/ Jonathan Walter
/s/ Yosef Getachew
Common Cause
805 15th St. NW,
Suite 800
Washington, D.C. 20005

November 21, 2022
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